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Abstract

Recent surges of the IoT market and the unregulated manufacturing of devices

have created a network of vulnerable devices that can be leveraged to launch global-

scale attacks, causing massive amounts of damage worldwide. As a result, the U.S.

Government Accountability Office (GAO) has identified ensuring security of these

devices as a critical challenge for national security, requiring immediate attention for

government agencies that deploy them, including the Department of Defense.

This research identifies two primary sources where breach of confidentiality occur

in IoT and proposes an architecture of a security agent capable of protecting these

areas. Prior research has demonstrated that many devices lack the computational

capacity to perform meaningful encryption of their data, and that even variations in

encrypted Wi-Fi frames can be used to extract information about the devices. The

proposed security agent, Internet of Things Active Management Unit (IoTAMU),

provides confidentiality for these two areas via the following capabilities: (1) authen-

tication, (2) firewall, (3) encryption, and (4) spoofing. By acting as a proxy between

the IoT devices and the gateway router, IoTAMU encrypts the traffic between itself

and the Remote Interface (RI) (e.g., smart phone) of the devices, and spoofs net-

work packets to hide the underlying network patterns, substantially decreasing the

likelihood of unwanted leakage of knowledge to the public. This research provides

an implementation of the firewall, encryption, and the spoofing functionalities of the

agent. The experiments measure the effectiveness of IoTAMU’s ability to uniquely

modify the observed network signatures of each device via spoofing, and its potential

effect on network congestion.

To test the spoofer’s effect, an Identical Device Model Classifier (IDMC) is devel-
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oped, which measures the similarities of the observed network signatures of each pair

of devices and recognizes identical-model devices. After performing Principal Com-

ponent Analysis (PCA) on the device signatures, a Similarity Score (SS) metric is

derived by calculating the ratios of euclidean distances between the principal compo-

nent scores of each pair of devices. The IDMC correctly identifies all identical-model

devices in baseline network settings without the spoofer, achieving 100% precision,

recall, and specificity at high threshold (SS>0.9). When the spoofer is enabled,

none of the identical pairs are identified at high threshold, and up to 66% identical

pairs are identified at lower thresholds (SS>0.8, 0.7). Overall, the spoofer is able

to sufficiently modify the observed network signatures of each device; the observed

differences between each pair increase overall (p-value = 0.01132) at 120 spoofed

samples, making it more difficult to identify similar devices. Finally, the experiments

in this research show the spoofer has a negligible effect on network congestion. As

the number of spoofed samples increases, there is a linear increase in the number of

additional packets created and its throughput, averaging an increase of one packet

per second and 1.546 kbps per sample of network signature spoofed. Furthermore,

there are no dropped packets across all trials, and the calculated network latency

times remain relatively consistent as more packets are added into the network.
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DEVELOPMENT AND EVALUATION OF A SECURITY AGENT

FOR INTERNET OF THINGS

I. Introduction

1.1 Background

The IoT industry is currently one of the fastest growing in the world, projected to

surpass global spending of$1 trillion by the year 2022 [1]. However, this rapidly ex-

panding market is saturated with unregulated devices without the necessary security

measures to protect user information [2]. Information leakage caused by vulnerabili-

ties can have privacy implications for individual users, and can escalate to compromise

of assets and personnel for organizations. As more of these devices are deployed in

operational settings of critical national organizations such as the Department of De-

fense (DoD), immediate investigations to develop defensive measures to protect their

con�dentiality are warranted.

1.2 Problem Statement

Prior IoT research has demonstrated vulnerabilities that exist in these devices and

the potential information that can be extracted from them. Two major weaknesses

that expose information are the focus of this research. First, many of these devices

lack the hardware capacity to perform meaningful encryption, meaning any insiders

with access to the internal network may have unauthorized access to the data [2].

Second, data mining on the unencrypted �elds of encrypted Wi-Fi frames can lead to

unintentional information leakage [3]. As the amount of resources and the machine
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learning capabilities of the adversaries grow, the information that can be extracted

from encrypted wireless tra�c will continue to increase [4]. These vulnerabilities

have dangerous implications for personal households and organizations that deploy

IoT. Although signi�cant strides have been made in the �eld of IoT security, limited

progress has been made in improving the con�dentiality of these devices, especially

for wireless communications. Therefore, this research seeks to answer whether a

Plug-and-Play (PNP)-style security agent can be developed with minimal changes to

an existing network, that can o�er modi�cation of the observed patterns of wireless

tra�c and encryption of the wired tra�c without imposing a signi�cant burden on

the network.

1.3 Research Objectives

This research proposes the architecture of Internet of Things Active Management

Unit (IoTAMU), a security agent capable of encryption and spoo�ng. It seeks to

demonstrate its soundness of design by conducting all experiments on a network set

up with IoTAMU serving as the gateway for all IoT devices, and via a implementation

of the �rewall and encryption functionalities. Then, it attempts to illustrate an

area of information leakage from Wi-Fi tra�c patterns that can be concealed by

a spoofer. This research aims to evaluate the spoofer's ability to hide the device-

speci�c signatures by modifying the observed patterns of unencrypted �elds of each

device's encrypted Wi-Fi frames (e.g., lengths of payload, direction, time between

sent/received packets; hereafter referred to as network signatures). Finally, spoo�ng's

potential negative e�ect on network congestion is investigated. In summary, this

research has the following main objectives:

1. Measure the accuracy of a classi�er in identifying devices of identical models

from their network signatures.
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2. Determine the e�ectiveness of a spoo�ng algorithm in changing the observed

network signatures of pre-existing devices.

3. Examine the impact on network congestion from the additional tra�c created

by the spoofer.

1.4 Hypothesis

It is hypothesized that a security agent can be developed in the form of a PNP-

style device to provide additional con�dentiality via encryption for IoT networks.

Additionally, it is hypothesized that the observed network signatures of the devices

can be uniquely modi�ed to be unrecognizable via spoo�ng, without contributing to

a substantial congestion of the network.

1.5 Approach

First, a controlled network is set up to model realistic internal and external sub-

nets where the IoT and their RI (i.e., smart phone) reside. IoTAMU is then installed

in the smart home (internal) network and connects to various Wi-Fi IoT devices. Its

encryption and spoo�ng capabilities are evaluated separately. Encryption function-

ality is tested using two di�erent laptops posing as an IoT device and its RI that

exchange User Datagram Protocol (UDP) messages via IoTAMU. Then the spoo�ng

functionality is tested by collecting the network tra�c with and without the spoofer

enabled for comparison. To measure the performance of the spoofer, an identical

device model classi�er is developed, which works by measuring the similarities in the

observed network signatures of the devices via Principal Component Analysis (PCA).

Lastly, the spoofer's impact on network congestion is measured by incrementally in-

creasing the load of spoofed tra�c.
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1.6 Assumptions/Limitations

The limitations and the assumptions made throughout this research are summa-

rized below:

ˆ The network modeled in this research is assumed to be representative of a

realistic smart home network.

ˆ The behavior of the observed network signatures of the IoT devices are assumed

to be similar in other network environments.

ˆ The devices are limited to three di�erent types of devices and three identical-

model pairs.

1.7 Contributions

This research contributes to the �eld of IoT and Wi-Fi security via the following

four contributions:

1. IoTAMU: An architecture of a PNP-style IoT security agent capable of au-

thentication, �rewall, encryption, and spoo�ng is presented. The presented

architecture helps isolate the vulnerable devices and o�er additional protection

while minimally disrupting the existing network.

2. Remote Computing for IoT: This research demonstrates applications of

utilizing dedicated external agents to provide additional computing resources

for less powerful devices. IoTAMU's capabilities developed in this research

provide added layers of security for IoT devices.

3. Identical Device Model Classi�er (IDMC): IDMC provides a methodol-

ogy to measure the similarities in the observed network signatures and identify

identical-model devices.
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4. Network Signature Modi�cation Algorithm: This research presents an

algorithm to uniquely modify the observed network signatures of the devices

based on the distributions of previously observed signatures.

1.8 Thesis Overview

The rest of this research is organized in �ve chapters. Chapter II provides a

summary of the current state of IoT security, the Wi-Fi protocol, and other related

work. Then, in Chapter III, the design process of the IoTAMU is described and its

encryption capability is demonstrated via an independent Proof-of-Concept (POC)

experiment. It is followed by a description of the methodology used to evaluate

the spoo�ng capability of IoTAMU in Chapter IV. Next, Chapter V presents and

analyzes the results from the experiments. And lastly, Chapter VI highlights the

major conclusions drawn from this research and provides potential future work.
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II. Background and Literature Review

2.1 Overview

This chapter provides an overview of the current challenges facing IoT security in

Section 2.2. Next, it describes the Wi-Fi protocol and how it contributes to vulnera-

bilities in IoT. It also provides an overview of the encryption schemes and PCA used

in this research. Finally, it concludes with a discussion of related research e�orts in

IoT security.

2.2 Internet of Things Security

The IoT represent the new wave of embedded technologies with the added func-

tionality of remote connectivity. Examples of IoT include the sensory devices in

Supervisory Control and Data Acquisition (SCADA) networks used for remote con-

trol, medical devices with Internet connectivity for remote monitoring, and baby

monitors used in smart home networks. Since its inception, the IoT industry has

been one of the fastest growing in the world, projected to reach$1 trillion by the

year 2022 [1]. However, the rapid growth of the industry is rivaled by the increasing

number of vulnerabilities found on these devices. Examples of vulnerabilities that

have been discovered are listed in public websites such as Common Vulnerabilities

and Exposures (CVE) [5]. There are many vulnerabilities in its hardware and soft-

ware implementation; Section 2.2.1 follows the work of Park et al. [2] to provide a

high-level overview of the di�erent classes of security risks associated with IoT.
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2.2.1 Classes of Vulnerabilities Found in IoT

2.2.1.1 Insecure Storage and Communication

One of the main vulnerabilities in IoT is insecure storage and communication.

The devices often lack the hardware capacity to perform expensive computations

required for encryption; even if encryption is supported, many schemes use lightweight

algorithms that can be bypassed with relative ease. In fact, a 2014 study by HP found

that 70 percent of IoT devices used in the study communicated without encryption [6].

This vulnerability compromises both con�dentiality and integrity of the device by

allowing an adversary to eavesdrop on the network communication, and manipulate

the data to their advantage, respectively. Strong encryption is able to mitigate these

risks through the encryption of the message itself and Message Integrity Check (MIC),

which veri�es that the message has not been altered [7]. Cloud services such as Google

[8] and Amazon [9] provide remote computing resources that can aid in securing the

devices, including data encryption. However, using third party services introduce the

problem of disclosure of sensitive information discussed in Section 2.2.1.2, and other

vulnerabilities associated with cloud networks, which is out of scope of this research.

This research focuses on mitigating the breach of data con�dentiality on devices with

limited/lack of encryption.

2.2.1.2 Collection and Disclosure of Sensitive Information

IoT devices both knowingly and unknowingly collect information on their sur-

roundings. A couple of most prominent examples include medical devices [10], which

collect information about patients, and embedded SCADA systems [11], which collect

information about various processes being monitored. If the devices are not properly

secured, sensitive information stored on these devices is vulnerable to attacks from

malicious actors, which can result in information leakage. The implications of the in-
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formation leakage can range from invasion of privacy to a national security threat, if

the compromised device served a critical function such as those in a SCADA network.

Unfortunately, it is not just the data directly stored and exchanged on the devices

that are vulnerable. One of the main challenges in dealing with IoT is their varying

interactions within the network, which can lead to information leakage for which

the user may not be aware. Examples of information leakage in IoT include device

�ngerprinting, and pattern-of-life modeling as seen in the work of Beyer et al. [3]

discussed in Section 2.6.

2.2.1.3 Poor Authentication Mechanism

One of the most common vulnerabilities leveraged by an adversary is a device's

poor authentication mechanism. Many devices are allowed to operate with pre-

installed default admin credentials. In addition, even if the users are required to

change the credentials before operating, many devices do not support setting secure

passwords through password policies that limit the number of characters or the type

of characters allowed in the password. This vulnerability allows a malicious actor to

take control of the device, allowing them to gain access to any stored data or use the

device as a pivot into the internal network to launch further attacks.

2.3 Wireless Protocols

2.3.1 Wi-Fi

Wi-Fi is one of the most common communication protocols used by the IoT [12].

The IEEE 802.11 (hereafter referred to as 802.11) standard speci�es wireless local

area network protocol for the physical and the link layers in the TCP/IP network

architecture [13]. As seen in Figure 1, a wireless network consists of the following

components: (1) wireless hosts, (2) wireless communication links, (3) base station, and
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(4) external network [7]. Within the network, wireless devices (i.e., hosts) connect

to the external network via di�erent wireless communication link technologies by

associating with a base station or an Access Point (AP). While an AP connects to

the external network via a router, many modern APs designed for home networks

integrate a router. When the AP is set up in a secure network, it is assigned a Service

Set Identi�er (SSID), the name visible to the hosts in proximity, a channel number

that de�nes the frequency range of communication, and a secret passphrase. If a

client (i.e., host) wishes to associate with an AP in a secure network, the client must

�rst authenticate itself to the AP with the passphrase.

Figure 1: An architecture of a wireless network.

The unit of data exchanged in a network is represented by a 802.11 frame (Fig-

ure 2). Only the following �elds are of interest in this research: destination Media

Access Control (MAC) address (Address 1), source MAC address (Address 2), and

Basic Service Set Identi�er (BSSID), which is the MAC address of the AP's wireless

interface (Address 3). A MAC address is a 48-bit number that uniquely identi�es the

device that is assigned by the manufacturer.

In a protected network, the payload of the 802.11 frame remains encrypted. The

encryption scheme used in the network setup of this research is Wireless Protected

Access 2 (WPA2). Under WPA2, the payload is encrypted using the Pairwise Tran-
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Figure 2: The 802.11 frame (numbers indicate the length of �eld in bytes).

sient Key (PTK), crafted using the WPA2 Preshared Key (PSK) (derived from the

passphrase and SSID), MAC address of AP, MAC address of client, a nonce created

by the AP, and a nonce created by the client. Figure 3 depicts the initial WPA2

4-way handshake between the client and the AP, in which the components of the

PTK are exchanged. Once the client and the AP are authenticated and associated,

they each derive the Pairwise Master Key (PMK) from the preinstalled PSK. Then,

the AP sends a nonce to the client, with which the client derives the PTK. Next, the

client sends its nonce to the server with the MIC encrypted with the PTK. Using the

client nonce, the server generates the PTK and uses it to verify the encrypted MIC

received from the client. If the MIC checks out, the AP installs the PTK and sends

a con�rmation message to the client, to which the client responds with an acknowl-

edgement to complete the 4-way handshake. In this research, it is assumed that the

only encryption that is performed in the IoT network is that of Wi-Fi, substantiated

by [14] discussed in Section 2.6.

Each wireless station has a Wireless Network Interface Controller (WNIC) through

which it sends and receives wireless tra�c. In a traditional setting, the WNIC is in

managed mode, only picking up wireless tra�c addressed to itself. However, there

are two other modes in which the WNIC can be set to pick up additional tra�c:

promiscuous mode and monitor mode. In promiscuous mode, the WNIC captures all

tra�c associated with the BSSID of the associated AP. Similarly in monitor mode,

the WNIC captures all wireless tra�c regardless of the BSSID associated with the

tra�c. In this research, the WNIC is set to monitor mode to capture all wireless
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Figure 3: The WPA2 4-way handshake between the client and the AP.

tra�c [15].

The security provided by the WPA2 standard is a signi�cant improvement over

that of its predecessor, Wired Equivalent Privacy (WEP) [16]. However, there are still

studies that demonstrate the e�ectiveness of WPA2 password cracking attacks that

allow an adversary to gain access to the network such as those of [17][18]. The WPA3

standard currently in development by the Wi-Fi Alliance is able to mitigate some of

the vulnerabilities that exist in WPA2, including dictionary attacks [16]. However,

discussion of speci�c protocols used in the WPA3 standard is out of scope of this

research.

2.3.2 Other Wireless Protocols

In addition to Wi-Fi, there are other wireless protocols frequently used by IoT de-

vices for communication, including the IEEE 802.15.1 (Bluetooth) [19] and 802.15.4
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(Zigbee) [20] standards, and the ITU-T G.9959 recommendation (Z-Wave) [21]. Vul-

nerabilities similar to those discussed here are present in these protocols and pose a

challenge when securing the IoT devices [22][23]. In Bluetooth, device-speci�c infor-

mation such as the device name, services, and technical speci�cations are exchanged,

which can be used in device �ngerprinting. Likewise, ZigBee and Z-Wave devices

advertise identi�ers similar to the MAC addresses in Wi-Fi which uniquely identi�es

the device.

2.4 Public Key Encryption (PKE) and Symmetric Key Encryption (SKE)

There are two main encryption schemes being used in networking: Symmetric Key

Encryption (SKE), and Public Key Encryption (PKE) [7]. Whereas SKE uses the

same key to encrypt and decrypt messages, PKE uses one key to encrypt and another

key to decrypt.

Figure 4: An overview of the Public and Symmetric Key Encryption.

PKE consists of a public and a private key pair, and the decryption and encryption

12



algorithm. A private key is kept secret by the user who generated the key, and

the associated public key is distributed to the public. Messages can be encrypted

using either a public or a private key, but they must be decrypted using the other

corresponding key. Popular PKE algorithms include Rivest{Shamir{Adleman (RSA)

and Elliptic Curve Cryptography (ECC). An example of this exchange is depicted

in Figure 4. Here, Bob wants to exchange a secret message with Alice. In this

scenario, Bob has already shared his public key with Alice. Bob �rst encrypts his

plaintext secret message using his private key, converting into a ciphertext. After Alice

receives the ciphertext, she decrypts it using Bob's public key. She then composes

a secret response and encrypts the message using Bob's public key. Upon receiving

the encrypted message, Bob decrypts it using his private key to read Alice's secret

message.

Unlike PKE, SKE consists of one symmetric key and the decryption and encryp-

tion algorithm. Therefore, for the recipient to read the encrypted message, they must

have access to the same symmetric key used for encryption. Popular SKE algorithms

include Blow�sh and Advanced Encryption Standard (AES). This research uses AES

in the implementation of the encryption capability for IoTAMU. In the SKE scheme

depicted in Figure 4, Bob uses a symmetric key shared with Alice to encrypt his

secret message. Once Alice receives the ciphertext, she decrypts the message with

the symmetric key. Then, she generates a response and encrypts the message using

the same key. Finally, Bob decrypts the encrypted response with the symmetric key

to read Alice's message.

On top of con�dentiality, PKE is also used for digital signatures and certi�cates

to prove the identity of the originator of the message. Because a private key is unique

to an entity, a message encrypted with a unique private key undeniably proves the

identity of the originator. Therefore, a digital signature created using the private key
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of the sender provides authenticity and non-repudiation for the message.

An important application of digital signatures is found in digital certi�cates signed

by a Certi�cate Authority (CA). Digital certi�cates are used as a means to validate

the identity of the sender. It contains the public key of the sender, the information of

the issuer (CA), as well as the digital signature of the issuer. If the receiver trusts the

issuer of the digital certi�cate and validates the digital signature of the issuer using

the issuer's public key, then the receiver can trust the sender's public key contained in

the certi�cate. An example of this mechanism is seen in the Transport Layer Security

(TLS) protocol, where the authenticity of a web server is validated via the use of

digital certi�cates [24]. The authentication component of IoTAMU developed in this

research is modeled after this protocol.

2.5 Principal Component Analysis (PCA)

PCA is a dimension reduction technique that transforms a set of potentially corre-

lated features into a smaller set of orthogonal features, otherwise known as principal

components [25]. It is a linear transformation where each coordinate (i.e., principal

component) points to the direction of highest variance in the data, such that each

coordinate is orthogonal to one another. Performing PCA on a set of data has a few

important merits. First, it reduces the dimension of a large feature set down to a

manageable size. Second, it helps extract the parts of features that retain the great-

est amount of information (i.e., variation) between the samples. Lastly, because it is

a dimension reduction technique, it allows visualization of a high dimensional data;

this allows clustering of similar samples, giving it a characteristic similar to that of

unsupervised machine learning techniques such as k-means clustering.

Traditionally, before the derivation of the principal components, the data is cen-

tered around the origin and normalized by subtracting the mean and dividing by the
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standard deviation for each feature. As illustrated in Figure 5, the �rst principal

component is derived by �nding a line through the origin, where the distance from

the projection of each point onto the line to the origin is maximized, or where each

point's orthogonal distance to the line is minimized. This method can also be ex-

pressed by the problem of maximizing the variance around the origin by choosing a

vector v such that the following condition is satis�ed
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where the new data ^x i is represented by the projections of the original datax i onto

k principal components. The set of projections of each original data onto thekth

principal component are known as the Principal Component Score (PCS); the newly

derived data can be visualized by plotting the PCSs of the �rst two or three principal
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components. Steps one and two in Figure 5 shows the derivation of the PCS for

principal components one and two from pointsx1, x2, and x3. Then, in step three,

each point is visualized in the newly transformed space. Whereas the example in

Figure 5 depicts the derivation of the principal components in a 2-dimensional space,

PCA becomes a powerful visualization tool on higher-dimensional data by allowing

the multi-dimensional data to be represented in a 2 or 3-dimensional space.

Furthermore, through the creation of the principal components, PCA allows for

the abstraction of the numerous features in the original data. This becomes useful

in a system where little is known about which features are important in the system's

overall behavior and how they interact. Therefore, it facilitates a shift in focus from

determining which features are important in the behaviors of di�erent systems, to how

the overall behaviors of systems di�er. The classi�er implemented in this research

takes advantage of this characteristic of PCA to measure the closeness of the network

signatures (comprised of 36 features) of pairs of devices.

A scree plot is a bar graph that depicts the percent variation of each component;

it is useful in determining the number of subset of principal components to select for

analysis. The percent variation of data accounted by each principal component can

be calculated by taking the value derived in (1) and dividing by the sum of variance

for all principal components. It is expressed by

%V ariation k =
V ariancek

TotalV ariation

TotalV ariation =
X

k

V ariancek

(3)

where k is the kth principal component. In practice, selection of the �rst set of

principal components whose sum of percent variations account for 70% to 90% of the

total is recommended for analysis [25]. For this research, the midway point (80%) is

selected as the threshold for selection of principal components.
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Figure 5: Derivation of the principal components in a 2-dimensional space.
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2.6 Related Research

Recognizing IoT security aws, many security experts have researched numerous

attack surfaces of IoT. Current e�orts, including the Internet of Things Project by

Open Web Application Security Project (OWASP) [26], provide valuable resources

to help manufacturers and end users secure their devices. However, as discussed

in Section 2.2.1.1, due to physical limitations of the devices, meaningful security

measures that often require large computational power such as encryption remain

elusive for many devices. Unfortunately, this leaves security, in large part, to those

who deploy them.

Sectors that deploy IoT, such as the U.S. government, have identi�ed the vul-

nerabilities and have recommended mitigation policies and guidelines with limited

success. The Government Accountability O�ce (GAO) is an entity that audits and

researches various issues pertaining to the U.S. government, including the use of IoT

devices within the DoD. Their 2017 report highlighted multiple risks associated with

the IoT including poor built-in security of the devices, limited encryption, and pos-

sible exploitation from supply chain [27]. In addition, the report concluded that the

DoD's current policies on information systems and cybersecurity are neither e�ec-

tively implemented nor adequately address the growing security concerns with the

IoT. In the following year, the GAO identi�ed establishing a cybersecurity strategy

for IoT as one of the DoD's most critical challenges. Although the DoD's senior lead-

ership has recognized the problem, no tangible actions have been taken at the time

of the 2018 report [28]. Most recently in Septempter of 2019, the Internet of Things

Cybersecurity Improvement Act of 2019 has been reintroduced in the U.S. Senate to

revitalize the failed Internet of Things Cybersecurity Improvement Act of 2017 and

the Internet of Things Federal Cybersecurity Improvement Act of 2018. But, at the

time of this research, it has yet to pass the Senate [29].
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Numerous studies so far have demonstrated the vulnerabilities that exist in IoT

devices. Examples include those that exist in network cameras as seen in [30{32].

In particular, Ostrom and Sambamoorthy [31] showcased a series of attacks that can

be launched against IoT cameras via Address Resolution Protocol (ARP) cache poi-

soning, a common technique used to eavesdrop on network tra�c between hosts [15].

More recently, a study by Park et al. used passive network sni�ng to demonstrate

the pervasiveness of the vulnerability to eavesdropping 10 years after Ostrom and

Sambamoorthy's work, by extracting the video feed from unencrypted data packets

of a network camera [14].

Likewise, a 2015 study by Valasek and Miller demonstrated the risks of using

the infotainment system found in modern vehicles [33]. Their study demonstrated

a remote control attack that was able to successfully gain control of a vehicle while

the driver was onboard. This �nding led to the recall of 1.4 million vehicles by the

automobile company [34].

In addition, the unintentional information leakage from an aggregate collection

of data has the potential to reveal knowledge about its surroundings. Strava's �t-

ness tracker application uses GPS information to determine the exercise patterns of

the user. However, an analyst was able to show that by cross referencing publicly-

available maps and the location data from the application, undisclosed information

regarding U.S. military installations such as security guards' patrol routes could be

inferred [35]. In addition, a recent study at Air Force Institute of Technology (AFIT)

illustrated that by only using the unencrypted �elds found in Wi-Fi frame headers,

an adversary is able to sni� a network of over-the-counter IoT devices to accurately

collect pattern-of-life information [3]. The authors were able to recognize certain

patterns of encrypted Wi-Fi tra�c to �ngerprint the di�erent devices present in the

network, and determine the speci�c duration and time the user was present in the
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smart home.

The threat posed by information leakage becomes more complex when statistical

tools are utilized. Following the study by Beyer et al., Aragon improved the device-

type classi�er using several machine learning techniques including Random Forests,

K-Nearest Neighbors (KNN), and Linear Discriminant Analysis (LDA) [4]. Aragon's

classi�ers were relatively successful in correctly identifying the device types with above

� 80% precision for the smart home Wi-Fi devices. However, the classi�er relied too

heavily on the vendor information extracted from the �rst three bytes of the MAC

address, resulting in a signi�cant drop in performance (� 50% precision) after removal

of the vendor information.

Similarly, Atkinson et al. used Random Forests on passively sni�ed Wi-Fi traf-

�c to infer di�erent characteristics about a user (e.g., age, sex, hobbies, etc.) [36].

In their study, the authors downloaded some of the most popular applications from

di�erent genres, and created a list of characteristics one could infer from the usage

of the application. After ensuring their machine learning classi�er was able to clas-

sify the applications from sni�ed tra�c, the authors created a list of personas for the

users based on di�erent combinations of applications detected. Although the machine

learning classi�er su�ered signi�cantly in a live environment, it nonetheless demon-

strated the feasibility of an adversary being able to infer various characteristics about

a user based only on sni�ed encrypted Wi-Fi tra�c.

Over the years, several solutions have been proposed to mitigate the threats that

exist in IoT networks. Examples of these approaches include using Software-De�ned

Networking (SDN) to develop Local Area Network (LAN) management schemes [37]

[38], deploying edge gateways to encrypt the network tra�c [39][40], and injecting

spoofed network packets to modify the observed network signatures [3]. Although

the SDN approach is often used to prevent a rogue device that has been compromised
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from further infecting a network, it does not protect the con�dentiality of a network

from an adversary passively eavesdropping.

Data con�dentiality of IoT can be protected through the use of an encryption

agent. Doukas et al. presented a model which connected an external gateway to each

IoT device. The gateway was paired with a cloud server that allowed the model to

encrypt and decrypt the tra�c before reaching the intended recipient [39]. Similarly,

Hsu et al. developed a framework which utilized the enhanced capabilities of exist-

ing edge nodes on the network (e.g., router), to provide additional security for IoT,

including encryption.

The aforementioned AFIT study demonstrated the e�ectiveness of injecting spoof-

ed packets in disguising the smart home network [3]. In order to defeat the information

leakage found in their study, the authors developed a spoofer on a Raspberry Pi that

periodically sent out crafted network packets to mimic the devices present in the

smart home. By sending packets of varying length and MAC addresses, they were

able to both prevent their device classi�er from correctly predicting the type of device,

and hide the pattern-of-life information of the user.

Beyer et al., developed an algorithm that relied on packet generation from hard-

coded information such as the packet length. However, this creates network signatures

that are di�erent than those of the underlying network, which can be isolated using

data mining techniques. In the �eld of knowledge hiding in disguised data sets, Huang

et al. demonstrated that disguising existing data with values sampled from a uniform

distribution is an ine�ective method that can be reversed through statistical analysis

[41]. Instead, they illustrate that injection of noise that retains the overall distribution

of the existing data is a more e�ective technique for knowledge hiding. Following their

research, the spoofer for IoTAMU is implemented by generating arti�cial frames that

mimic the signatures of the underlying network.
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Table 1 provides a summary of the related research. Despite ongoing e�orts in

the �eld, no standout solution has been proposed that can be widely deployed in the

near future. This research investigates the data con�dentiality de�ciencies present

in IoT networks and seeks to develop an easily con�gurable model to enhance the

con�dentiality of an IoT network by synthesizing the encryption and spoo�ng agents

discussed in this section. Ultimately, this thesis explores the feasibility of a PNP-style

security agent that can be used to secure both the wireless and wired communications

used in operations that rely on IoT, with minimal disruption of the existing network.

Table 1: Summary of Related Research

Vuln
Smart
Home

Wi-Fi
Analysis

Mitigation
Spoo�ng Encryption SDN

He�ner (2013) [30] X
Ostrom and Sambamoorthy

(2011) [31]
X

Stanislav and Beardsley
(2015) [32]

X

Valasek and Miller
(2015) [33]

X

Atkinson et al. (2018) [36] X X

Miettinen et al. (2017) [37] X X X

Demetriou et al. (2017) [38] X X X

Doukas et al. (2012) [39] X X

Hsu et al. (2018) [40] X X X

Beyer et al. (2018) [3] X X X X

Aragon (2019) [4] X X X

Park et al. (2019) [2] X

Park et al. (2019) [14] X X X X X

Park (2020) X X X X X

Vuln: vulnerability assessment

2.7 Background Summary

This chapter begins with a discussion of the high-level vulnerabilities that exist

in IoT. It also provides an overview of the Wi-Fi protocol commonly used as the
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standard communication protocol for IoT. A brief description of the SKE and PKE

schemes, and PCA are also provided. The chapter concludes with a survey on recent

research e�orts that highlight the di�erent types of vulnerabilities that exist in IoT,

as well as potential solutions to secure exposed networks. Although a wide spectrum

of solutions have been proposed, many approaches require changes to the existing

protocols, which is di�cult to implement in large networks such as those of the DoD.

This thesis contributes to the �eld of IoT security through the development of a

PNP-style security agent and demonstrating the feasibility of its deployment in large

networks.
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III. IoTAMU Design

3.1 Overview

To mitigate the vulnerable wireless communications innate in many IoT devices,

this research develops and examines the e�ectiveness of a novel security agent ar-

chitecture: IoTAMU. It serves as a proxy deployed in between a traditional smart

home router and IoT devices to secure their communication. This is accomplished

by using encryption to protect the tra�c owing between the agent and the RI of

the IoT, and using spoo�ng to conceal the wireless tra�c between the agent and IoT

devices. IoTAMU performs automatic classi�cation of active and passive states to

generate the network signatures of each device. New network signatures are generated

from those of existing devices, which is used by IoTAMU to spoof packets to mask

the underlying communication of the devices. The Identical Device Model Classi�er

(IDMC), capable of classifying identical model devices, is developed to measure the

e�ectiveness of the spoofer's ability to modify the observed signatures of the devices.

This chapter describes the functionality of IoTAMU in a smart home network, list of

tools used, network setup of the research, the architecture of IoTAMU, and a series

of pilot studies that helped guide its design decisions.

3.2 Internet of Things Active Management Unit (IoTAMU)

IoTAMU is a security agent developed to mitigate the eavesdrop vulnerabilities

found in IoT devices. Figure 6 illustrates IoTAMU's impact in a hypothetical smart

home network. Most often, a router serves as the default gateway in a smart home

network and connects all devices to the external network. In this model, the commu-

nication between the IoT device and the RI may or may not be encrypted. Even if

wireless encryption such as WPA2 is assumed, an eavesdropper sni�ng on the net-
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work may be able to intercept the data by cracking the WPA2 key, if the application

data itself is not encrypted. Unfortunately, as demonstrated by Park et al., it is still

common to �nd IoT devices that send tra�c in cleartext [14]. Furthermore, as dis-

cussed in Section 2.6, encrypted IEEE 802.11 frames contain unencrypted �elds (e.g.,

MAC address, packet length) that allow an adversary to infer various information

about the network based on the observed tra�c patterns, including but not limited

to device �ngerprinting, activity identi�cation, and pattern-of-life modeling.

Figure 6: Depiction of a typical smart home network with and without IoTAMU.

With the introduction of IoTAMU, the security agent acts as a central gateway for

all IoT, e�ectively isolating them from the rest of the hosts present in the network.

This direct communication between the IoT devices and IoTAMU can be accom-

plished by setting the IoTAMU as an AP and having the IoT devices associate with

it. Additionally, its two primary capabilities, encryption and spoo�ng, secure the

application level data and mask the network tra�c patterns, respectively, to secure

the IoT network.

In a typical communication between an IoT device and its RI, there are two sides

of wireless communication that are vulnerable to passive sni�ng: communication

between an IoT and its associated AP and that of the RI and its associated AP.

Spoo�ng and encryption capabilities of IoTAMU respectively provide an additional

layer of security for each side of wireless communication.
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